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Abstract: In this paper a new optimization algorithm basegm@vious hunting knowledge of thraditional
Grey Wolf Optimization algorithm (GWO) is presentedenhance the prediction of Parkinson’s Dist
(PD) so that appropriate medications can givesiifan by controlling the symptoms. The proposedridlgo
is named Previous Hunting Based @#olf Optimization) PHBGWO. The algorithm is evated on 2!
benchmark functions and the results are compardtiat of GWO and Particle Swarm Optimization (<
The new algorithm out- performed GWO and PSO irm&Bof the 23 benchmark functions. Ardusion
matrix was used to determine the accuracy of tbegwed algorithm. The results obtained showedtki®
PHBGWO algorithm obtained the highest accuracy wtampared with Naive Bayes classifier, Sup)
Vector Machine, Random Forest classifier, Multilajferceptron classifier, Decision Tree classified &-
nearest neighbor classifier. The PHBGWO algorittotaimed accuracy of 84.84%.

Keywords: Grey Wolf Optimization, Previous Hunting Based Gi&fplf Optimization, Particle Swar
Optimization, Disease Prediction, Parkins: diseas

1. Introduction

The Parkinson’s disease is a progressive and chroovement iliness. The cause of the disease is
unknown and presently there is no cure for theadisePrimary symptoms comprise of rigidity, shakauggd
difficulty with walking and slowness in movemen{.[1t is very difficult to detect Parkinson’s dissabut
change of handwriting and speech patterns in tHg s@age of the disease helps in detecting it.

Many authors have worked on a variety of machirsenlieg algorithms for disease prediction [2-8].
Optimization algorithm [9-18] are getting popular prediction, classification and clustering in miaeh
learning. To tackle some of the challenges of mtéxh using machine learning algorithms, optimiaati
algorithms are used in disease prediction. Varoisnization algorithms [19-23] are used by marseagchers
for disease prediction

There are many challenges associated with prediationachine learning as mentioned by [24-25]. In-
order to handle the challenges associated withigited, a new Modified Grey Wolf Optimization (PHBBO)
algorithm for disease prediction is proposed irs {h@per. In the proposed research work, a new porde
using the previous hunting knowledge by the wolggeroposed. In this concept the wolves will rementhe
previous hunting knowledge and apply it in the nlexit or future hunting for better hunting straésgor
performance. In real life grey wolves have highearces of catching a prey when hunting if they hawe
previous hunting experience. This concept inspifesl authors to propose the algorithm. In the pregdos
algorithm the wolves (Alpha, Beta and Delta) shedr hunting knowledge with the hunting group &vé
successful hunts.

2. Grey Wolf Optimizer

The Grey Wolf Optimization is a meta-heuristic aitfon developed by Mirjalil et. al. [26], which mios
the leadership pecking order of the wolves, welbwn for hunting in packs. The wolves have a chdin o
command, Alpha, Beta, Gamma and Delta wolf. Thddeaf the wolves and decision maker is the alpha.
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3. Proposed Modified Grey Wolf Optimization Algorithm

In the proposed PHBGWO the wolves will update tpesitions based on previous hunting knowledge.
The performance of the algorithm will be enhandedesthe wolves will have knowledge of the previous
hunt. The pseudo code of the proposed algorithpreésented in algorithm 1 and algorithm 2. The floant
ofthe proposed algorithm is also presented in fieigu

3.1. Previous Hunting Knowledge
Every wolf learns from the previous knowledge ia tfext iteration. The previotminting knowledge is
presented by equations below:

H, = Hweg *H w9 + Cu.rp (Xa - Wt) (1)

H/; Hweg *H w9 4 Co.ro (X/; - Wt) (2)

HS =Hwr * H®™ 9+ C3.r3 (06 —wt) (3)

Hﬁl(rnean) = Hao + HB + HS (4)
3
W D = wp O o g e 5)

H., Hzand H represents the previous hunting knowledge of alpbta andjelta,H+1(n~ean) represents the

mean of previous hunting knowledge factor of théwasgained from their first hunt,, e represents the
previous hunting knowledge weightfactor which pd®s a balance between exploitation and exploration
HWY represents the hunting knowledge at present iteraX,, X; and %; represents the current positions
of Alpha, Beta and Delta respectively, C2 and Gare coefficientectors; rl, r2 andare random numbers
from 0 and 1. wrepresents the position efich individual wolf. The positions of the wolvesthe next
iteration is representedby pdf . The positions of the wolves in the present iierats represented by
wp®.

Algorithm 1: Creating hunting history using the traditional GWO
Initiate the Grey wolf populationiXXi =1, 2,. ....coooiiiiiiiiiien, n,)
Initialize a, A, and C
Calculate the fitness of each search agent
X, = the first best search agex} =the second-best search agent =¢he third best search agent
While (t< Max number of iterations)
for each search agent
Update position of the current searchnagesing equation 7 [1]
end for
Update a, A, and C
Calculate the fitness of each search adeufate positions of X X, and X%
t=t+1
end while
return X,
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Algorithm 2: Hunting using the previous hunting history in Algorithm 1

Initiate the Grey wolf population Xi (i = 1,2,. n,) from pervious hunting history
Initialize a, A, and C

Calculate the fitness (SICD) function of each skagent

Xa =the first best search agent from previous huntisigg equation 1

XpB = the secondbest search agent from previous hunting using éguatXs = the third best
search agent from previous hunting using equatiamide (t< Max number of iterations)
for each search agent

Update position of the current search agent usipupgon 5

end for

Update a, A, and C

Update positions of X, XB, and X5 using equation 5t=1t +1

end while

return Xu

3.2. Step by step description of the Pseudo code of the proposed algorithm

Step1: Initialize the grey wolf population)? (=1, 2,.,n) and Initialize a, A, and
C: Arandom population of grey wolves is createe Wolves are positionedat random location
based on the location of the prey.

Step 2: Calculate the fithess function of each deagent.

Step 3: Create previous hunting knowledge. In tingt hunt the wolves will learnhow to hunt and in
the next hunt the wolves will use the hunting kredge gained from the first hunt.

Step 4: Determine the previous hunting history amdght factor.

Step 5: Update the position of the current seargént using equations 1, 2 and 3: As iterations k&ccu
alpha, beta and delta wolves use the previousmgiktiowledge to move closer to the prey.

Step 6: Update history using equation 4

Step 7: Update positions using equation 5

Step 8: Check if the maximum iterations are reaclifeges terminate and return the best solution,
which is X, (Alpha position’
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Initialization of Grey Wolfs (search
agents) and all other required grey wolf
parameters.+

|

-
Create previous hunting knowledge

history+«

|

¥
Determine the history and weight factor«

|

Calculate the sicd of each search agent#

Update positions and scores of
wolves (Alpha, Beta, and Delta)
using equations 1, 2 and 3¢

Use Alpha_pos as the best solution#
= Update a, A and C#¢
| Predicted Results# |
Update Xq, Xp, and X, using
equation 5«
I Iter =t+1¢ I

Figure 1: Flow chart of PHBGWO.

4. Proposed Modified Grey Wolf Optimization Algorithm for disease prediction

The proposed algorithm will determine whether ahitual is a patient or healthy using Yes or NbeT
pseudo code of the proposed algorithm is showigiorighm 3 and the flowchart in Figure 2.

Algorithm 3: Modified Grey Wolf Optimization Algori thm for disease prediction
Input: Datase
Output: Parkinson’s diseas&'es/No
1. Load the respective dataset
2. Calculate the SICD of the search agents
2. Initialize all grey wolf parameters
5. Create previous hunting knowledge history
6. Determine the previous history hunting factor ad weight factor
7. for | in range (0, max_iter);
for i in range(0,SearchAgents_no):
if First Best<Alpha_score :
Alpha_score=First Best; # Update alpha
Alpha_pos=Positions [i,:].copy()
if (First Best>Alpha_score and Second Best<Beta_xcore
Beta_score=Second Best # Update beta
Beta_pos=Positions [i,:].copy()
if (First Best>Alpha_score and Second Best>Beta_suudeThird Best<Delta_score):
Delta_score=Third Best # Update delta
Delta_pos=Positions [i,:].copy
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8. Seta=2-1*((2)/Max_iter); # a decreases linearly fr@mo 0
9. for i in range (0, SearchAgents_no):
for j in range (0,dim):
Setrl=random.random () # rl is a random number ih][O,
Setr2=random.random () # r2 is a random number in][0,1
Update Al=2*a*rl-a; C1=2*r2;
D_alpha=abs(C1*Alpha_posJj]-Positionsi, j]);
X1=Alpha_pos[j]-A1*D_alpha; -part 1
A2=2*a*rl-a, C2=2%r2;
D_beta=abs(C2*Beta_pos[j]-Positions]i, j]); -part 2
X2=Beta_pos[j]-A2*D_beta;-part 2
A3=2*a*rl-a; C3=2*r2; #
D_delta=abs (C3*Delta_pos[j]-Positions [i, j]); 18
X3=Delta_posl[j]-A3*D_delta; -part 3
Positions [i,j] = (X1+X2+X3)/3
Update hunting knowledge factor: #Equation (4)
Update positions: #Equation (5)
Posoitions (i,j)=Positions(i,j)+history(i,j)
10.Find the classified groups of the patients basetherbest solution achieved
11. Use unknown patient data for classifying an idial
12.Show predicted results (Yes/M

4.1. Sep by step description of the Pseudo code of the proposed algorithm for disease prediction

Stepl: Load the dataset

Step 2: Calculate the sum of inter cluster distar{sied) of each search agent.

Step 3: Initialize the grey wolf populatioTo(I =1, 2, , h)and Initialize a, A, and
C: A random population of grey wolves is createkde Tvolves are positioned at random location based
on the location of the prey.

Step 4: Create previous hunting knowledge. In ittt liunt the wolves will learn how to hunt andlie next
hunt the wolves will use the hunting knowledge @difrom the first hunt.

Step 5: Determine the previous hunting history aedjht factor

Step 6: Update the position of the current seagemtusing equations 1, 2 and 3:As iterations acalpha,
beta and delta wolves use the previous hunting ledhye to move closer to the prey.

Step 7: Update history using equation 4

Step 8: Update positions using equation 5

Step 9: Find the classified groups of the patiéatsed on the best solution achieved

Step 10: Use unknown patient data for classifyingnaividual as patient (Yes) or healthy (No)

Step 11: Check if the maximum iterations are redcHees terminate and return the best solutioictv is
Xa (Alpha position).

Step 12: The output will be determined as Yes or NO

Afr Health Sci Bull 2(1) (2024) http: //mmw.ahsb.org



29

Load datasets

+
Initialization of Grey Wolfs (search
agents) and all other required grey wolf
parameters.

hd
Create previous hunting knowledge
history

- - il -
Determine the history and weight factor

v

Calculate the sicd of each search agent#

Update positions and scores of
wolves (Alpha, Beta, and Delta)
using equations 1, 2 and 3¢

Find the classified groups¢

!

Unknown patient data# !
Update X, Xp, and X5, using
| equation 5¢

v
Predicted Results (Yes/No ) |

| Iter =t+1¢

Figure 2: Flow chart of PHBMGWO used in Diseasedfmtion.

v
Update a, A and C#¢

5. Implementation of the proposed algorithm

This section includes the experimental setup apdddtaset used in the implementation of the prapose
algorithm.

5.1. Experiment Setup

The algorithm is experimented on a computer runmiimglows 10(64bit), having a processor of Intel(R)
Core(TM) i7-9700K CPU @ 3.60GHz with installed mesn@RAM) of 16.0 GB (15.8 GB usable) was used.
Python 3.8, Anaconda3, Numpy. Pandas, Sklearn ppde® 4.0.1 are the libraries on which the algonithias
implemented.

5.1.1. Speech PD dataset

The speech dataset is made up of a range of bicalediice measurements from 31 individuals, 23 of
the individuals had Parkinson’s disease. A totahbar of 195 voice recordings from these individuass
generated. In the dataset each column has a gartieoice measure and each row contains one ofl 8%
different voice recordings [27]. The dataset wasddid into two parts, 70 % for the purpose of tirsgnand the
30 % for testing.
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6. Experiment results and implementation

6.1.Performance analysis of the proposed algorithm using standard benchmarks functions

Benchmark functions are chosen so that we can legt@lsompare the results of the proposed algorithm
with other optimization algorithms. Benchmark fupos are divided into three groups, Unimodal beratks
functions, multimodal benchmark functions and fbdichension multimodal benchmark functions as stated
[28-32]. Based on the results obtained in Tables3lit can be noted that the PHBGWO algorithm etfgrms
the other algorithms in 13 out of 23 of the benctinfanctions (F1,F2,F3,F4,F5,F6,F7,F8,F9,F14,F15 &2d
F23). The graphical analysis of the performancesben PHBGWO, GWO and PSO is also presented in &gur
3 to 15.The graphical analysis is only for the enark functions where the proposed PHBGWO outparsor
the other algorithms.

Table 1. Results of Unimodal benchmark functions.

Functior Criterion GWO PSC PHBGWC
Bes 0.26675! 0.02204. 1.228E-30
F1 Average 2.99E-11 0.00013 2.49E-3C
Std.de 0.88622! 0.0020: 0.19282!
Bes 0.77803: 0.80159: 0.00068:
F2 Average 0.76387! 0.04214. 2.95E-15
Std.de 0.26225: 0.04542; 0.100191
Bes 0.00010: 0.85612! 0.00074!
F3 Average 3.29E-06 70.1256: 2.9E-2C
Std.de 79.1495! 22.1192. 26.6421.
Bes 0.59751. 0.90124. 0.00014.
F4 Average 5.61E-07 1.08648: 9.93E-08
Std.de 1.31508: 0.31703! 0.08803:
Bes 0.65421. 0.75492. 0.010211
F5 Average 26.8125! 96.7183. 1.13E-08
Std.de 69.9049! 60.1155! 0.04154.
Bes 0.87454 0.81276! 0.00022!
F6 Average 0.81657! 0.0010: 8.97E-05
Std.de 0.00012! 8.28E-05 0.41010!
Bes 0.65794. 0.67415! 5.54E-05
F7 Average 0.00221. 0.12285. 0.00128:
Std.de 0.10028!I 0.04495 0.00127!
Table 2. Results of Multimodal benchmark functions.
Functior Criterion GWO PSC PHBGWC
Bes -7098.118 -4229.457. -12569.!
F8 Average -3503.673 -3061.594 -1230¢
Std.de 1052.446 523.320° 1691.161
Bes 31.205975 180.92044 0
F9 Average 172.60058 329.0719 0
Std.de 100.88882 39.15562 0
Bes 0.00272! 1.53805! 1.11E-14
F10 Average 0.014684 6.9999: 0.50991!
Std.de 0.01304- 3.84000:! 2.91818:
Bes 0.00030:! 0.84576:! 0
F11 Average 0.07044; 0.81795 0.12524!
Std.de 0.07449! 0.21584i 1.20747!
Bes 0.07661! 0.20370° 6.17E-12
F12 Average 0.67877! 0.00691 0.03141
Std.de 0.26852 0.02630: 0.33475:
Bes 0.96741! 0.92874. 1.44E-12
F13 Average 0.65446: 0.00691 5.26760!
Std.de 0.00447. 0.00890 0.01999
Afr Health Sci Bull 2(1) (2024) http: //mmw.ahsb.org
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Functior Criterion GWO PSC PHBGWC
Bes 0.99800:. 0.99800:! 0.99800:-
F14 Average 4.60509 3.62716! 1.28461
Std.de 4.11395. 2.56082! 1.41497:
Bes 0.00039: 0.00064. 0.00167-
F15 Average 0.009109: 0.00961! 0.00496!
Std.de 0.04520 0.03006: 0.02768
Bes -1.031628. -1.031628. -1.00923:
F16 Average -0.99390: -0.98797 -0.21973!
Std.de 0.19163!I 0.22745: 0.385971
Bes 0.36775 0.39788 0.43963!I
F17 Average 0.47786! 0.45629 0.82240!
Std.de 0.35081: 0.29154. 0.37433:
Bes 3 3 3.49873!
F18 Average 3.0004! 3 22.10051
Std.de 3 0.60826! 12.01943
Bes -3.86278. -3.62782: -3.84883:
F19 Average -3.83870! -3.83985:! -3.46034!
Std.de 0.06974. 0.07980! 0.27902:
Bes -3.32198! -3.32198: -2.89414!
F20 Average -3.12149:! -3.07700! -1.93345!
Std.de 0.29669! 0.31711. 0.42761.
Bes -2.60181! -10.10411 -10.1041
F21 Average -10.1041. -5.0834¢t -10.2039!
Std.de -9.26788:! 3.16057. -9.81850°
Bes -10.17008: -10.17025: -10.1701°
F22 Average -10.16940. -4.15089! -9.88652!
Std.de -8.45789! 2.85403: 1.43699!
Bes -10.48324 -10.48325 -10.48315;
F23 Average -10.27908. -5.27659. -10.48314
Std.de -8.09130! 3.33671: 1.42379!
F1¢
600
v
500
(_I
o 400
= ¢
>
0 e PHBGWOS
§ — PSO¢
ZWO@
1 8 152229364350«
Iterations¢
Figure 3. F1 Function.
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Figure 11. F9 Function.

Figure 12. F14 Function.
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6.2. Classification Performance Measure

A confusion matrix shows actual and predicted d@ssions linked with a classifier [33]. In a cargion
matrix two dimensions exists, one is inscribedty actual class of an object and the other onesigibed by
the class that is predicted by the classifier. TRositives(TP) represents a case where by theislatarectly
classified, True Negatives(TN) represents correfected data, False Positives(FP) representsrauatty
rejected data and False Negatives(FN) represesés eehere the data is incorrectly classified.

6.2.1. Classification Performance Measure indices of PHBGWO with PSO and GWO
The proposed PHBGWO obtained better accuracy whepared with PSO and GWO as shown in Table

4,

Table 4. Accuracy comparison between PHBGWO witb R8d GWO.
Measures/Methods | GWO PSO PHBGWO
Accuracy (%) 70.82 78.56 84.84
Recall 0.75 0.78 0.85
Precision 0.73 0.79 0.85
F-measure 0.74 0.74 0.85

6.2.2. Classification Performance Measure indices of PHBGWO, Random Forest, SYM, MLP, Naive Bayes,
Decision tree and KNN

The proposed PHBMGWO was also compared with otrerhime learning algorithms namely: Random
Forest classifier [34], Support Vector Machine sifisr [35], Multilayer Perceptron classifier (MLH36],
Naive Bayes classifier [37], Decision Tree classif88] and k-nearest neighbor classifier [5].1 && observed
form Table 5 that PHBGWO obtained better accurabgmcompared with other machine learning models.

Table 5. Accuracy comparison between PHBGWO anchinadearning models.

Measures/Methods Naive Random | SVM MLP Decision | KNN PHBGWO
Baye: Fores Tree

Accuracy (%) 70.82 78.5¢ 72.7¢ 76.7: 77.6% 74.8¢ 84.8¢

Recal 0.7¢ 0.7¢ 0.72 0.7¢ 0.7¢ 0.74 0.8

Precisiol 0.7: 0.7¢ 0.5¢ 0.57 0.8( 0.5t 0.8¢

F-measur 0.7¢ 0.7¢ 0.6 0.6t 0.7¢ 0.7: 0.8¢

7. Conclusion, discussion and future scopes

In this paper, a nature inspired Modified Grey Wolftimization (PHBGWO) algorithm is proposed. It
is then tested on the set of standard benchmairinizption functions. The performance analysis shiived
proposed PHBGWO out- performs some of the well-km@xisting optimization algorithms (PSO and GWO)
on the benchmark functions. The proposed algorithithen applied to predict Parkinson’s diseaseepati
From the comparative result analysis, it is obsgtbhat the PHBGWO performs very well compared tmso
of the standard classification algorithms (Naivey®&a classifier, Support Vector Machine, Random &bore
classifier, Multilayer Perceptron classifier, Dégis Tree classifier and k-nearest neighbor clas3ifvarious
well-known existing heuristic and meta-heuristidiopzation algorithms (PSO and GWO). The PHBGWO
gives 84.84% accuracy.

The proposed PHBGWO may be applied to solve maay life optimization related problems. The
accuracy of the PHBGWO to classify Parkinson’s assepatient may be improved by reducing the nurober
features. It may be applied to solve classificatiuastering and machine learning related problems.
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